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Artificial Intelligence in Innovation: How to Spot
Emerging Trends and Technologies
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Abstract—Firms apply strategic foresight in technology and in-
novation management to detect discontinuous changes early, to as-
sess their expected consequences, and to develop a future course of
action enabling superior company performance. For this purpose,
an ever-increasing amount of data has to be collected, analyzed,
and interpreted. Still, a major part of these activities is performed
manually, which requires high investments in various resources.
To support these processes more efficiently, this article presents
an artificial-intelligence-based data mining model that helps firms
spot emerging topics and trends at a higher level of automation
than before. Its modular structure consists of components for query
generation, data collection, data preprocessing, topic modeling,
topic analysis, and visualization, combined in such a way that only
a minimum amount of manual effort is required during its initial
set up. The approach also incorporates self-adaptive capabilities,
allowing the model to automatically update itself once new data has
become available. The model parameterization is based on latest
research in this area, and its threshold parameter is learnt during
supervised training using a training data set. We have applied our
model to an independent test data set to verify its effectiveness as
an early warning system. By means of a retrospective analysis, we
show in three case studies that our model is able to identify emerging
technologies prior to their first publication in the Gartner Hype
Cycle for Emerging Technologies. Based on our findings, we derive
both theoretical and practical implications for the technology and
innovation management of firms, and we suggest future research
opportunities to further advance this field.

Index Terms—Artificial intelligence (AI), computer-aided
foresight, corporate foresight, innovation management, machine
learning, strategic decision making, strategic foresight, technology
management, trend detection.

I. INTRODUCTION

THE accelerating pace of technological innovation and so-
cial change exposes firms to an increasingly complex space

of strategic options. These dynamics in the corporate environ-
ment are further amplified by the decreasing predictability of
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future developments. In this context, firms are continuously
confronted with new influence factors: Global trade encourages
the market entrance of new or previously unknown competitors,
risk capital and lean go-to-market strategies enable start-ups
and new ventures to gain remarkable market shares in short
time, technological breakthroughs increasingly accelerate tech-
nological change, and rapidly evolving customer needs lead to
radically new products, services, and business models [1], [2].
Since today’s cycle of innovation is characterized by high tech-
nological dynamisms, particular emphasis needs to be placed on
the management of technology [1], [3].

In order not only to maintain competitive vitality in this highly
competitive environment, but also to find new opportunities for
competitive advantage, firms have a strong incentive to detect
relevant emerging topics and trends at an early stage to develop
adequate response strategies for the future [1], [4]. Still, these
early signals are predominantly detected by chance rather than
in a systematic manner [2]. Firms are thus facing the challenge
to extract meaningful insights out of the plethora of information
contained in big data sets, in order to effectively support the
management of technology and innovation [5].

A recent literature review revealed that previous research had
dealt with these challenges by applying various data mining
techniques [6]. The goals are twofold: First, relevant topics
have to be identified as early as possible [7]–[10]. Second, these
topics have to be observed over a certain period of time to detect
relevant trends [4], [11]–[13]. In addition, it was pointed out
[6] that a stronger emphasis on improved search strategies, data
quality, and automation is required to reduce the involvement
of human experts and to thus decrease the likelihood of being
influenced by the human actor bias. Existing approaches were
also found to lack the ability to learn and accumulate knowledge
over time; moreover, the need for incorporating multiple source
types to provide a comprehensive basis for strategic decision
making was identified [6].

This article does not intend to forecast any technological
innovations or future trajectories. Rather, it aims at addressing
the aforementioned challenges and demands by offering the
following contributions for research and practice.

1) First, we propose an innovative artificial intelligence (AI)-
enabled data mining model to detect relevant emerging
and trending topics for technology and innovation man-
agement. We rigorously select, parameterize, and com-
bine machine learning techniques in such a way that the
model is able to continuously adapt to changes in the
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data, minimizing the manual effort required. In addition,
we provide simple and effective recommendations for
follow-up activities based on the model output.

2) Second, we use our model in a supervised manner with
labeled training data in order to learn its threshold pa-
rameter in a first step; in a second step, we apply it in an
unsupervised manner to independent testing data. Three
exemplary case studies show, by means of a retrospective
analysis, that our proposed model can detect technologi-
cal innovations years before their first publication in the
Gartner Hype Cycle for emerging technologies.

3) Finally, we derive implications and recommendations for
detecting emerging topics and trends in strategic foresight
processes in technology and innovation management, and
we suggest future research opportunities to further ad-
vance this field.

The rest of this article is organized as follows. In
Section II, we explain the theoretical framework that encom-
passes our article, with special regard to the role of technological
change in innovation. The research method employed in this
article is presented in Section III. Section IV describes our
proposed AI-based model and its basic working principles. We
present details on the implementation, the parameter settings
and the results from the supervised learning of the similarity
threshold parameter in Section V, and we then demonstrate the
effectiveness of our unsupervised learning approach in three case
studies in Section VI. In Section VII, we discuss the theoretical
and practical implications for technology and innovation man-
agement, as well as limitations of our approach and future re-
search opportunities. Finally, Section VIII concludes this article.

II. THEORETICAL FRAMEWORK

The nature of innovation and the evolution of technology has
been a central question in research for decades. Since first studies
were published in the 1960s, different models to explain the
driving forces behind this phenomenon emerged. The gradual
development of these models can be categorized into five gen-
erations, ranging from science push (first generation), demand
pull (second generation), the coupling (also called chain-linked)
model (third generation), the integrated model (fourth genera-
tion), and the systems model (fifth generation) [14], [15]. While
no direct hierarchy of these models can be established, adjacent
models were influenced by each other, and various generations
of models are still in application in today’s firms [14].

Although these models differ in their explanation of how
innovation arises, they are in agreement with their observations
on where it happens: The key driving forces emerge from needs
of humans, needs of other technologies, or both. Innovations
therefore do not emerge from the void; instead, existing tech-
nologies and capabilities (such as the steam engine, wireless
technology, or AI) serve as their building blocks [16]. The
extensive exchange of information, coupled with the capability
to combine and improve previous building blocks in such a
way that additional value is produced, eventually leads to a
new innovation. Traces of evidence for this can be found, for
example, in patent data, where patents are more likely to cite

(and therefore involve) recent patents rather than old ones [17].
The phenomenon of technological convergence provides further
pieces of evidence: The first joint occurrence in a patent of pre-
viously unrelated technology areas (represented by their patent
classification codes) signals the emergence of a technological
innovation. Such merges have been found to be more frequent
if the focal technology areas had already been closely related
to each other (represented by their cross citations), and to often
result from a collaboration between different firms [18]–[20]. A
constantly growing number of technologies which can satisfy
human and technological needs better or more economically
than before thus produces even more building blocks on which
new innovations can be built; as a consequence, technological
progress keeps on accelerating [16]. For this reason, today’s
cycle of high-tech innovation is considered to be fundamentally
different from earlier innovation cycles in other eras of science
and economy [1].

However, the emergence of a technological innovation does
not necessarily mean that it immediately replaces the preced-
ing technology. Interactions between existing and emerging
technologies are not unitary, but they can range from mutual
benefit to mutual damage; examples are symbiotic interaction
(the growth of an emerging technology stimulates the growth of
existing ones), predator-prey interaction (either the emerging
or the existing technology benefits while the other is disad-
vantaged), and purely competitive interaction (one technology
replaces the other) [21], [22]. Furthermore, the mode of inter-
action can change over time; for example, the emergence of
a new and disruptive technology may at first lead to a growing
application of the previously existing one, only then to transition
into a predator-prey interaction, before the existing technology
is finally replaced [22], [23]. These dynamics bear a high risk:
Firms (and in particular leading firms) may mistakenly hold
on to their existing portfolio of technologies, products, and
services for too long. Because they still observe growth from it,
firms often focus investments in innovation on the incremental
optimization of their existing portfolio, putting it at the core
of their competitive vitality [1]. However, this strategy ignores
(knowingly or unknowingly) that the growth experienced may
also result from an imminent disruption of an emerging technol-
ogy which may already have been on the rise [22]. With such a
strong focus on incremental innovation, disruption in the form
of technological discontinuity is not likely to come from leading
firms, but rather from others [1]. The implications are twofold:
First, leading firms are encouraged to behave ambidextrous, i.e.,
to maintain a diversified portfolio of both incremental and radical
technologies and innovations in order to increase their likelihood
of gaining (temporary) competitive advantage. Second, to lower
the risk of getting surprised and disrupted, firms are required
to detect discontinuous change as early as possible in order to
develop adequate response strategies, helping them to maintain
competitive vitality [3], [24]–[26].

For several decades, strategic foresight has been used to
anticipate change in the corporate environment, interpret its
consequences and develop future courses of action for respond-
ing to transformational change [27], [28]. Its outcomes can
provide valuable inputs for related business processes, such
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Fig. 1. Overview of the proposed model.

as directions for research and development (R&D) as well as
opportunity spaces for growth at the early stages of innovation
management [29], [30]. A recent study also confirmed that firms
repeatedly applying strategic foresight practices are more likely
to attain superior profitability and to outperform the industry
by gaining better market capitalization growth [31]. An integral
part of this process is the continuous perception of change, i.e.,
monitoring the corporate environment for strategically relevant
signals, trends, and technologies. Still, necessary steps such as
data collection and analysis are often performed manually, which
requires a large amount of time, money, and human resources.
With the ongoing advances in computing power, there is an
increasing demand for computer-aided systems and AI tech-
niques, in order to shift the work performed by human experts
from tasks that can be automated (for example, data collection
and data processing) to tasks that require creative skills (e.g.,
interpretation, decision making, and taking action) [5]. Against
this backdrop, we propose an innovative approach that automates
many of the tasks that are still performed manually today, in
order to have more resources available for the tasks of tomorrow.

III. RESEARCH METHOD

Verifying a model which aims at discovering early signals
for potential changes (e.g., upcoming trends or technological
innovations) would require advance knowledge about the future.
At the time when our model indicates a signal for a possible
future technological innovation, we would already have to know
whether this technology will successfully be established in the
future. Since this is not possible, we have decided to employ the
research method of testing our model by means of three retro-
spective case studies against a reference benchmark [32], [33].

As a widely recognized reference benchmark, we chose the
Gartner Hype Cycle for Emerging Technologies [34]. It is cre-
ated on a yearly basis by collecting, condensing, and communi-
cating opinions of a large group of leading industry and domain
experts at a global scale. Its emerging technologies are classified

into five different phases: innovation trigger, peak of inflated
expectations, trough of disillusionment, slope of enlightenment,
and plateau of productivity, incorporating earlier research on the
estimation of technological effects known as Amara’s law [35].

For our purpose, we solely focus on technologies in the first
phase of the Hype Cycle (i.e., the innovation trigger). There-
fore, we consider a retrospective case study to be successful if
our proposed model is able to detect signs of a technological
innovation prior to its first publication in the first phase of the
Hype Cycle.

IV. APPROACH TO SPOTTING EMERGING TOPICS AND TRENDS

Our proposed model is based on existing concepts from AI as
well as existing approaches from advanced machine learning [5],
[36], [37], and it both improves such components and combines
them in a novel way, as depicted in Fig. 1. Components with
essential changes and improvements are highlighted in gray.

The proposed model has a modular structure and consists
of components that are connected to each other in such a
way that the required manual effort is reduced to a minimum.
A human expert is only required for the initial definition of
the search field during query generation; all subsequent steps,
including the visualization of the results, are then performed
in an entirely automated way. Hereby, the parameterization of
such an unsupervised learning approach is of major importance
[38], [39]. Whenever possible, we therefore incorporate recent
research findings (e.g., concerning the hyperparameterization
in topic modeling [40], see Section IV-D); in the case of the
initial threshold determination, the parameters are learnt in a
supervised manner from an independent training data set (see
Section V).

As the corporate environment is constantly changing, the
model must allow for updates over time, too. We therefore
incorporate self-adaptive capabilities [41] into our model, such
that it collects new data on the search field at specified time
intervals, automatically adapting itself to the data found. The
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iterative and AI character of the model makes it possible to
continuously monitor the corporate environment; it thus allows
not only for a retrospective analysis, but also for a system set
up in preparation for the analysis of future data. The modules
and components of our model are described in the following
sections.

A. Query Generation

The initial query generation begins with the definition of the
search field in which relevant emerging topics and trends are to
be scouted and monitored, based on the firm’s strategic foresight
goals [5], [42]. A human expert defines the initial search terms,
the data source types to be collected (e.g., scientific publications,
patents, and web sources [6]), the relevant time frame (e.g.,
within the last five years), and the preferred update interval (e.g.,
quarterly). The initial search terms are then concatenated to a
search query using Boolean operators in order to focus on subsets
of data rather than simply collecting all available data.

So far, these queries have exclusively been created by
human experts, whereas a structured and computer-aided query
generation process is not used [6]. However, a search query that
is too broad can lead to results that are too general, whereas
a search query that is too narrow increases the risk of missing
important data. Either way, results may be not specific enough,
incomplete, or biased toward the human expert’s field of
expertise [8], [9], [43].

In order to improve the quality of the search and thus the qual-
ity of the data collected, we have added a component for query
expansion to our model [44]. Hereby, the human-expert-created
search query is extended by synonyms and semantically-related
terms from the web-based semantic knowledge graph Concept-
Net [45]. First, the initial search query is tokenized into various
n-grams, and suggested synonyms and terms are received from
ConceptNet for each of them. Next, the human expert decides
which of these suggestions to include. Finally, the initial query
is extended by concatenating the selected suggestions with the
Boolean operator “OR.” This improved search strategy makes it
possible to include previously unknown or unconsidered search
terms, and it thus increases the likelihood of relevant new discov-
eries that would otherwise go unnoticed. For example, based on
the initial query “autonomous driving,” the following final query
would be derived: “autonomous driving” OR ((“autonomous
navigation” OR “self-directed” OR “self-driving” OR “self-
governing” OR semiautonomous OR superautonomous) AND
(automobile OR car OR drive OR driver OR “motor vehicle”
OR vehicle)).

B. Data Collection

For data collection, the final search query is automatically
translated into the proprietary query language of each database
for the data source types selected by the human expert. The
queries are then sent to the connected databases, and the results
are fetched during document retrieval. In the further course of
our article, each resulting item (such as one scientific article or
one patent) will be referred to as a “document,” and the set of

all documents for a given search query will be referred to as the
“corpus.”

Since the data formats of the documents vary due to their dif-
ferent sources, document harmonization is applied to all received
documents using a unified document format. Each document
thus consists of the following parts.

1) Head: Internal information required for data storage, such
as a unique document identifier and a UNIX timestamp of
when the document was retrieved.

2) Meta: Harmonized metadata of the document, such as
its publication date, its authors, and the uniform resource
identifier (URI) of the original source.

3) Body: Harmonized contents of the document, such as its
title, abstract, and full-text content.

4) Specifics: Data that is available only for a particular doc-
ument type, e.g., patent families.

The collected and harmonized data is then stored and passed
on to data preprocessing.

C. Data Preprocessing

In text mining, the application of data preprocessing tech-
niques is expected to increase the quality of the subsequent data
analysis [46], [47]. Although a wide range of such techniques is
applied in research, a universal standard has not yet been estab-
lished [6]; in many cases, the intermediate results of this process
are refined iteratively with the help of human experts until a
sufficient result has been achieved (e.g., see [43], [48], and [49]).
Since we intend to have a highly automated approach in our case,
we have introduced the following data preprocessing pipeline.

At first, we apply data cleaning to the data collected. After
removing duplicate documents, we remove all digit-only charac-
ters, special characters, and diacritics. We further remove terms
that have less than 2 or more than 30 characters, as they are likely
to be either leftovers, a URI, or a string of garbled text due
to optical character recognition or document conversion [50].
Finally, we strip multiple whitespaces and transform the text to
lowercase [47].

In the cleaned documents the words are still separated by
whitespaces. During tokenization, the text is chunked by using
the available whitespaces as delimiters. Each token now repre-
sents a word made up of alphanumeric characters.

We then apply point of speech (PoS) tagging and lemmati-
zation to the generated tokens, thus reducing both inflectional
and derivationally related forms of a word to a common base
form. We prefer this method over stemming, as the latter one
only cuts off common prefixes and suffixes of an inflected word,
whereas lemmatization also considers each word’s morpholog-
ical information [51]. For example, the tokens “am,” “are,” and
“is” are all reduced to the token “be,” but the tokens “speaker”
(tagged as a noun) and “speak” (tagged as a verb) are still kept
as individual tokens, because they do not represent inflected
word forms [52]. Moreover, we only keep proper nouns (such
as “london” or “nato”) and nouns (such as “car” or “machine”),
verbs, adjectives, and numerals, while discarding all other tokens
with different PoS tags.

After PoS tagging and lemmatization, stop word filtering re-
moves commonly used words for which the information content

Authorized licensed use limited to: Product Marketing IEL. Downloaded on April 16,2021 at 21:45:54 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

MÜHLROTH AND GROTTKE: ARTIFICIAL INTELLIGENCE IN INNOVATION: HOW TO SPOT EMERGING TRENDS AND TECHNOLOGIES 5

is expected to be very low to none. Stop words are, for example,
“about,” “be,” “have,” and “particular.” To remove as many of
these words as possible from our list of lemmatized tokens, we
have combined lists from different sources (i.e., from the Python
NLTK package [51], the United States Patent and Trademark
Office, and Oracle’s MySQL open-source database), and have
lemmatized them, too.

The remaining tokens are then vectorized during the n-gram
and vector space model (VSM) transformation. An n-gram is an
adjacent sequence of n tokens. We transform our tokens into bi-
grams (tokens of length n = 2, such as “autonomous driving”),
since they in particular have been found to improve both the
quality and the coherence of data analysis results [53], [54].
In our case, a bi-gram needs to be observed in the document
corpus at least once, otherwise it is discarded. Subsequently, all
tokens are transformed into the VSM by creating a document-
term matrix (DTM) using raw term-frequency counts.

As the final data preprocessing step, we apply extreme value
filtering to the DTM. Tokens that appear in less than three
documents are removed in accordance with the Zipf distribution
[55], [56]. Tokens that appear in more than 90% of the documents
are removed, too, because the subsequent topic modeling is
otherwise suspected to overestimate their importance [57].

D. Topic Modeling

We apply latent Dirichlet allocation (LDA), an unsupervised
machine learning technique for natural language processing.
LDA is a generative and probabilistic topic model to discover
latent topics in a collection of text documents [57], and it has
shown superior performance in comparison to other text mining
methods [58]. Its underlying assumption is that a topic captures
word cooccurrences that are semantically related [40].

During topic model fitting, the tokens within the documents
(referred to as “words”) represent the only observed variables,
whereas the topics and the per-document topic proportions are
hidden variables of interest that need to be inferred. To do so,
LDA works backwards and calculates which hidden structure
(i.e., topic model) is most likely to have generated the observed
words within the documents. This generative process is de-
scribed in Algorithm 1.

The number of topics is denoted by K. Each topic k (k =
1, . . . ,K) is represented by a probability distribution βk over
all observed words (referred to as the vocabulary V) and is
drawn from a Dirichlet distribution, βk ∼ Dirichlet(η). The dth
document from the collection of all D documents (referred to as
corpus D) is represented by a distribution over all K topics and
is also drawn from a Dirichlet distribution, θd ∼ Dirichlet(α).
The joint distribution of all hidden and observed variables [57]
can be expressed as

p(β,θ, z,y|α, η)

=
K∏

k=1

p(βk|η)
D∏

d=1

p(θd|α)

Nd∏

n=1

p(zd,n|θd)p(yd,n|zd,n,βd,k)

(1)

where β = (β1, . . . ,βK), θ = (θ1, . . . ,θD), z =
(z1,1, . . . , zD,ND

), and y = (y1,1, . . . , yD,ND
).

Algorithm 1: Generative Process of LDA.

1: for topic k ∈ {1, . . . ,K} do
2: Choose distribution over vocabulary V , βk

∼ Dirichlet(η)
3: for the dth document in corpus D, d ∈ {1, . . . , D}, do
4: Choose distribution over topics, θd ∼ Dirichlet(α)
5: for the nth word in the dth document,

n ∈ {1, . . . , Nd}, do
6: Choose topic assignment, zd,n

∼ Multinomial(θd), with zd,n ∈ {1, . . . ,K}
7: Choose word, yd,n ∼ Multinomial(βzd,n),

with yd,n ∈ V

Fig. 2 visualizes LDA as a graphical model, using plate
notation.

The variables for the topics β, the per-document topic dis-
tributions θ and the per-word topic assignments z are not ob-
served and would have to be conditioned on the only observable
variables y. However, the exact computation of the posterior is
intractable due to its denominator [57]. In this article, we make
use of variational Bayesian (VB) inference to compute from the
documents available at time t the posterior per-document topic
distributions in θt = (θt

1, . . . ,θ
t
D) and the posterior per-topic

word distributions inβt = (βt
1, . . . ,β

t
K). Specifically, we apply

the multipass online learning variant of VB described in [59] to
enable the self-adaptive capabilities of our process model as
described in Section IV-G.

The parameterization of LDA has been subject to an ongoing
discussion in research, where its Dirichlet concentration hyper-
parameter vectors α and η as well as the parameter for the num-
ber of topics K are of special interest. These (hyper-)parameters
were found to influence the performance of the algorithm to a
large extent and should therefore be adjusted to the respective
purpose of analysis [39], [40].

Hyperparamter vector α influences the per-document topic
density. If its entries consist of small values (e.g., 0.1) few
components will have a positive probability, while most of them
will have a probability close to zero; the distribution becomes
more sparse. In contrast, higher values (e.g., 1.0) will lead to a
more even distribution [57]. For our purpose of analysis lower
values mean that the documents are more likely to contain a
mixture of just a few of the topics (or even only one topic),
whereas higher values mean that the documents tend to contain a
mixture of most of the topics. In research, there have been various
suggestions for choosing the entries of α (e.g., 50/K [60], 1/K
[61], and 0.1 [62]). Moreover, using an asymmetric parameter
vector for α was found to yield more interpretable results [40].
Fig. 3 illustrates 1000 random draws from three-dimensional
(3-D) Dirichlet distributions, where two of the concentration
parameter vectors α are symmetric (namely, [0.1, 0.1, 0.1] and
[1.0, 1.0, 1.0]), while one is asymmetric ([0.1, 0.05, 0.01]).

Hyperparameter vector η influences the per-topic word den-
sity. Here, low values for the entries mean that the topics are
more likely to contain a mixture of just a few of the observed
words (i.e., they are more distinct), whereas high values lead to
topics which contain a mixture of most of the words (i.e., they
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Fig. 2. LDA in plate notation.

Fig. 3. Example of 1000 random draws each from the Dirichlet distributions with different concentration parameter vectors.

are more similar). Typically, the values for the entries of η are
considerably lower than those for α [40], [63]. High values are
used when few and more general topics should be discovered,
whereas values close to zero (e.g., 0.01 [62]) are employed
when searching for a larger number of specific topics. Similar
to documents, we want the topics to be as distinct as possible.
However, in contrast to α, an asymmetric parameter vector for
η has been found to yield topics that are more similar to each
other [40].

The number of topics K is the only parameter that is manda-
tory to be specified before executing existing LDA implementa-
tions, whereas α and η are optional and can default to standard
values defined in the respective software libraries. The selection
of K was found to be crucial for the power, quality, and inter-
pretability of the data analysis [38]–[40]. In general, if K is too
low, the topics become too general, while too large a K leads to
topics that are too granular; in both cases, they will be hard to
interpret by human experts. In existing research, it is usually up
to these experts to heuristically determine K [6].

However, manually tuning the number of topics and selecting
the best resulting topic model requires expert knowledge and
consumes valuable time which could better be used in other areas
[5]. Since our goal is to reduce the involvement of human experts
as much as possible, we propose a new procedure for a fully
automated topic model selection as described in Algorithm 2.

Algorithm 2: Automated Topic Model Selection.
Input: D, V , α, η

1: for number of topics K in
{round(0.7 · √D); round(1.3 · √D)} do

2: Fit topic model LDA based on D, V , α, η, K
3: Calculate topic coherence CV

4: Select the topic model with max(CV )

At first, we apply an exhaustive grid search (also called
“parameter sweep”) [64], [65] over a dynamic range ofK which
depends on the number of documents in corpus D. Hereby, we
keep a low and asymmetric α and a low and symmetric η fixed,
as described above.

Each topic model is then evaluated for its quality. To this
end, various metrics have been proposed in the literature, e.g.,
the predictive likelihood of held-out data [66], or density-based
methods [67]. However, these earlier metrics were found to
correlate negatively with human interpretability [68]. As a result,
researchers have proposed new metrics based on topic coherence
[69], [70]. In particular, the four-stage topic coherence metric
CV , as described in [71], was found to be closer than others to
human ratings in terms of topic interpretability. First, a coher-
ence score is calculated for each topic k by applying a four-step
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pipeline (segmentation, probability calculation, confirmation
measure, and aggregation). Next, the coherence scores obtained
for all K topics are averaged into the final score CV . Finally,
the one topic model from the exhaustive grid search attaining
the highest CV metric is selected.

E. Topic Analysis

By using the online variant of LDA, the model is updated
at the selected frequency (e.g., quarterly) with new documents
that were published within the latest time interval (e.g., quarter).
Thus, a sequence of topic models is created over time, where
each topic model (referred to as a topic model generation)
represents a snapshot of the available topics at the respective
point in time. The per-topic word distributions in βt and the
per-document topic distributions in θt resulting from the tth
topic model generation (i.e., the one obtained at current time t)
are then used to analyze both the emergence and the trend of
each topic. A topic can be either popular or emerging, and it can
be either upward trending or downward trending.

For emergence detection, the word distribution of thekth topic
in the tth topic model generation, βt

k, is compared to the word
distributions of all topics in the (t− 1)st topic model generation,
βt−1
1 , . . . ,βt−1

Kt−1 , to assess their semantic similarity. To this end,
we apply the well-known Jensen–Shannon divergence (JSD)
[72] in a novel way, namely, to determine the semantic difference
of two topics by measuring the divergence between their two
probability vectors

JSDt,t−1
k,l =

1

2
KLD

(
βt
k ‖ β̄

t,t−1
k,l

)
+

1

2
KLD

(
βt−1
l ‖ β̄

t,t−1
k,l

)

k = 1, . . . ,Kt; l = 1, . . . ,Kt−1. (2)

Here,

β̄
t,t−1
k,l =

1

2
(βt

k + βt−1
l ) (3)

while JSD is the symmetrized and smoothed version of the
Kullback–Leibler divergence (KLD), which quantifies the di-
vergence between two probability mass functions f and g
(represented as vectors on their joint domain X )

KLD(f ‖ g) =
∑

x∈X
f(x) log2

(
f(x)

g(x)

)
. (4)

A high JSDt,t−1
k,l value indicates that topic k from topic model

generation t and topic l from topic model generation t− 1 have
highly differing word distributions and hence a low semantic
similarity. As the logarithm in (4) is taken to base two, all JSD
values are in the range from zero to one. We can therefore easily
transform the distance metric into a similarity metric

JSSt,t−1
k,l = 1− JSDt,t−1

k,l , k = 1, . . . ,Kt; l = 1, . . . ,Kt−1.
(5)

Since the topic model generations are calculated at different
points in time and are thus based on different corpora, the
observed vocabulary is expected to differ, too. For example,
words that are observed in vocabulary Vt may not have been
observed in vocabulary Vt−1, because it is possible that they
were not contained in any of the documents available at this

earlier point in time. However, in the vocabulary of the previous
generation the probabilities for these words are not zero, as
one might expect, but the entries do not exist at all. As a
consequence, the dimensions of the word distribution vectors
from two consecutive topic model generations may differ, and
the calculation of their similarity might thus not be possible. To
cope with this issue, we insert the unobserved words into the
respective probability vectors, and we apply Laplace smoothing
[73] by assigning them a small value (namely, 10−12), in order to
shift as little probability mass as possible. After calculating the
JSS values for all pairs of topics from generations t and t− 1, re-
spectively, the values are stored in a (Kt ×Kt−1)-dimensional
similarity matrix.

For topic k from the current model generation t, we define
emergence as the maximum JSS value with any topic from model
generation t− 1

emergencetk = max
l∈{1,...,Kt−1}

JSSt,t−1
k,l . (6)

To determine whether or not the topic is to be considered emerg-
ing, we apply a simple rule-based classification: If its emergence
exceeds a certain threshold, it can be assumed that it shares its
content with a topic from the previous model generation; the
topic is thus not new and is classified as “popular.” In contrast
to this, if its emergence metric lies below the threshold, then it
seems to feature content not seen before, and it is hence classified
as “emerging.”

The selection of an appropriate similarity threshold is crucial
for the classification to be meaningful. Since the input data is
different for each search field and each model generation, the
corpora, the vocabularies, and the resulting probability vectors
will differ; a fixed similarity threshold does thus not seem
advisable.

While a dynamic threshold could be determined as an em-
pirical quantile of all the JSS values in the similarity matrix,
the automated topic model selection (Algorithm 2) might lead
to a small number of topics in both generations, and a limited
number of comparisons. Rather, with

JSSt,t−1
min = min

k∈{1,...,Kt},l∈{1,...,Kt−1}
JSSt,t−1

k,l and

JSSt,t−1
max = max

k∈{1,...,Kt},l∈{1,...,Kt−1}
JSSt,t−1

k,l (7)

we calculate the threshold as the value located at a certain per-
centage π into the interval [JSSt,t−1

min ; JSSt,t−1
max ]; i.e., the threshold

is given by

JSSt,t−1
min + π · (JSSt,t−1

max − JSSt,t−1
min ). (8)

The percentage value π to be used can be learnt during su-
pervised training; in Section V, we describe this for a specific
applied setting. With our approach, we ensure that the process
model can autonomously adapt itself to new data without requir-
ing a human expert to adjust the similarity threshold.

After all topics have been classified as either popular or emerg-
ing, the resulting per-document topic distributions in vector
θt = (θt

1, . . . ,θ
t
D) are analyzed for the temporal distribution

of their associated documents during trend detection. First, we
define the length the and number of time slices that are used to
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Fig. 4. Schematic visualization of the topic matrix plot including recommendations for follow-up activities.

split θt into parts of equal length, based on the publication dates
of its associated documents. For example, setting the length of
the time slices to one quarter (i.e., three months) and the number
of time slices to four causes documents published within the
last year to be used for trend analysis, whereas older documents
are discarded. Next, we define a per-document topic probability
threshold (denoted as δ) to indicate whether a particular topic
is associated with a document. When using low entries of the
LDA hyperparameter vector α, we expect documents to contain
a mixture of just a few topics (see Section IV-D). Still, due to
the probabilistic nature of LDA, a topic is sometimes assigned
to a document with a relatively small probability value (e.g.,
0.01). We thus introduce a threshold δ that needs to be exceeded,
otherwise the association of a topic to a document is not taken
into account. On this basis, we propose a new metric for the
share of each topic, which is then calculated for each time
slice s based on the set of all documents published in this time
slice, Ds

sharet,sk =
1

| Ds |
∑

d∈Ds

I(θt
d,k ≥ δ) (9)

where the indicator function I(·) equates to one if the condition
in brackets is satisfied, and to zero otherwise. The share of a topic
thus represents the fraction of documents published in a specific
time slice that are associated with a particular topic. Note that the
sum of shares of one generation may exceed the value one, due
to multiple assignments caused by the probabilistic approach.

Depending on the number of time slices used, a sequence
of share values is calculated for each topic k of topic model
generation t, and is then analyzed using simple linear regression
[74]. The topic share sequence values are plotted vertically
against the indexes s of the time slices. Values for a and b are
chosen such that the sum of the squared deviations from the
linear trend line a+ bs is minimized

(inittk, growtht
k) = argmin

a,b

∑

s

(
sharet,sk − (a+ bs)

)2
. (10)

We thus interpret the slope of the fitted least squares line
as the (estimated) growth of topic k determined based on the
current model generation. A positive (negative) value of growtht

k

indicates an increasing (a declining) trend of topic k.

F. Visualization

To support the human expert in interpreting the analysis
results, they are visualized, making use of a simple topic la-
beling technique. Hereby, each topic is labeled with its top-10
words according to the scheme word_probability*“word” (e.g.,
0.367*“autonomous vehicle”), sorted by the word probabilities
in descending order.

Various types of visualizations have been presented in re-
search on mining weak signals and trends, with basic charts such
as line charts, pie charts, or tables being used most frequently
[6]. In this article, we propose a novel type of visualization, a
topic matrix plot. Based on the previous topic analysis, each
topic carries the information about its emergence and trend,
which is depicted in the topic matrix plot as shown in Fig. 4. The
emergence axis (abscissa) represents the normalized value range
of the maximum semantic similarities of all topics of the current
generation to the topics of the previous generation, whereas the
trend axis (ordinate) shows the positive (trending) or negative
(declining) growth of each topic. Additionally, the size of each
element in the plot represents the relative topic share. Depending
on the position of the topics in the quadrants of the matrix,
recommendations for follow-up activities are proposed to help
human experts decide which topics to focus on.

G. Self-Adaptive Capabilities

To cope with continuous change in the data available in the
corporate environment, we incorporated self-adaptive capabil-
ities [41] into our model. For this purpose, the process from
data collection to visualization is triggered at regular intervals
(e.g., quarterly, see Section IV-A), where the use of the online
variant of LDA makes it possible to update the model with the
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Algorithm 3: Iteration Step t+ 1 on Model Update.

Input: Dt,α, η,Kt

1: Collect new documents published since the previous
generation t

2: Add new documents to Dt, creating corpus Dt+1

3: Pre-process documents and create new vocabulary
Vt+1

4: Perform online learning LDA based on Dt+1, Vt+1,
α, η, Kt

5: Calculate topic coherence Ct+1
V of topic model from

online learning LDA
6: if Ct+1

V < Ct
V then

7: Perform automated topic model selection based on
Dt+1, Vt+1, α, η (Algorithm 2)

8: Set C ′
V to highest coherence value found in

automated topic model selection
9: if C ′

V > Ct
V then

10: Use topic model resulting from automated
selection as new generation t+ 1

11: else
12: Keep topic model from generation t as topic

model for generation t+ 1
13: Set Kt+1 to the number of topics of topic model

generation t+ 1
14: Set Ct+1

V to the coherence value of topic model
generation t+ 1

15: else
16: Use updated topic model from online learning

LDA as new generation t+ 1
17: Set Kt+1 = Kt

18: Perform topic analysis using the resulting βt+1 and
θt+1, as well as βt, and θt

19: Visualize results for topic model generation t+ 1

newly collected data. After the update, the model performs a
self-assessment based on its new topic coherence score Ct+1

V . If
this value has declined compared to the topic coherence score of
the preceding topic model generation Ct

V , the model tries to find
a better state by performing automated topic model selection
as described in Algorithm 2. If a topic model with a higher
coherence score is found, it will be kept; otherwise, the model
calculated by online LDA will be retained. Algorithm 3 describes
this procedure in detail.

The iterative character of the model thus allows not only for
a retrospective analysis, but it also prepares the model for an
analysis of future data.

V. IMPLEMENTATION, PARAMETERIZATION,
AND SUPERVISED LEARNING

Our proposed model is designed to achieve the highest possi-
ble level of automation. To this end, we have combined different
unsupervised machine learning techniques, and have parameter-
ized them in a specific way. We have implemented our approach
in Python, making use of the libraries NumPy, [75], Pandas [76],

spaCy [51], scikit-learn [77], and gensim [61]. The parameters
have been set as follows: As we want the topics to be as distinct
as possible, we employ a low and asymmetric parameter vector
for α by using the input setting “asymmetric” as provided by
gensim, and we choose the same low value (namely, 0.01) for all
entries of η. The document-to-topic probability threshold δ used
in the topic analysis is 0.1, as smaller assignment probabilities
can be considered the effect of noise [57].

While the settings for the necessary parameters can be derived
from existing research, there is no default for the percentage
value π used to calculate the interpolated value within the
interval of similarity values (see Section IV-E). Although the
actual similarity threshold value itself remains flexible by this
approach, the percentage value must be defined. Instead of
setting this value heuristically using trial and error, we decided
to learn it from available data via supervised training.

For this purpose, we collected all conference proceedings
available from the Association for the Advancement of Artificial
Intelligence (AAAI) for five consecutive years (2018 and the
four preceding years). The official conference tracks and their
associated documents were used as the ground truth data. Gen-
eral tracks (e.g., “poster papers” or “student abstracts”) and their
documents were removed to focus on the main tracks, which
describe more specific topics. Table I gives an overview of the
data collected.

To learn the threshold, a human expert in the domain of AI
and machine learning selected the following tracks: Robotics
(2015), AI and the Web (2016), Vision (2017), and Game Theory
(2018). For each track, its documents were kept for the respective
year but removed for the previous year. For example, documents
associated with the track on Game Theory were kept for 2018
but removed for 2017. Next, we ran our model on the data and let
it autonomously select the best-fitting topic model by applying
an exhaustive grid search (as described in Section IV-D) and
threefold cross validation. Following the approach described
in Section IV-E, we first calculated the similarity matrix, the
corresponding interval, and the emergence of the topic that
represents the track selected by the human expert. We then
computed the percentage into the interval at which this specific
emergence value is located. The arithmetic mean of all four
percentage values calculated (one percentage value for each
track selected by the human expert), 0.3625, represents the final
percentage value π.

Table II summarizes the results from the supervised training.
The topic terms (and their weights) indicating the AAAI track of
interest are highlighted in bold and italics. The total training time
for all four selected tracks amounted to approximately 1.5 h of
parallelized runs using multiprocessing on 8 cores @ 2.60 GHz
and 16 GB RAM.

VI. CASE STUDIES

In order to test whether the proposed model can serve
as an early warning system for detecting relevant emerging
topics and trends, we tested its effectiveness by means of a
retrospective analysis. To this end, we chose the Gartner Hype
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TABLE I
OVERVIEW OF THE SUPERVISED TRAINING DATA SET

TABLE II
RESULTS FROM SUPERVISED TRAINING

Cycle for Emerging Technologies [34] as ground truth data,
as explained in Section III. We consulted a human expert
to select the technologies. Special care was given to ensure
that the selections were as distinct as possible from each
other, to prevent blurred data and results. For each selected
technology, we applied our proposed model, starting from
query generation and query expansion with the human expert.
A data set containing papers from ScienceDirect (Elsevier) and

patents from the European Patent Office was then collected over
a period of five years, starting backwards from the initial year
of publication of this technology in the hype cycle. Both data
types were analyzed independently to identify if and where the
technology could be found first. For the application of our model,
we set the model parameters exactly as described in Section V.
In the following sections, we present three case studies for edge
computing, bitcoin/blockchain, and 3-D bioprinting.
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A. Case 1: Edge Computing

Edge computing enables the data processing infrastructure to
exist closer to the sources of data than before. Instead of sending
data across long routes to clouds or data centers, it is processed at
the edge of a network, thus enabling to perform latency-sensitive
data analyses in near real-time [78]. This technology was men-
tioned for the first time in the Gartner Hype Cycle for Emerging
Technologies in 2017, and it was rated as transformational, yet
still adolescent solution.

Since it is considered to be the next development step after
cloud computing, which has already matured, the term cloud
computing was used as initial query, and related terms such as
cloudification and cloudify were added during query expansion
to build the final search query of the retrospective analysis. We
thus examined whether and when our proposed model would
have indicated the new developments in edge computing if a
firm had monitored ongoing developments in cloud computing.
Within the time span of five years (2013 to 2017) 9623 papers
and 9566 patents were collected.

The results of the unsupervised learning are summarized in
Table III. The number of papers and patents already shows
that there has been high activity in research and development
since 2013. Our model signals an emerging topic in the papers
data set, including the terms iot (an abbreviation for Internet
of Things), edge, and fog computing during the year 2016.
These terms are indicative of the topic edge computing, and they
have a medium-sized share, a positive growth as well as a low
maximum semantic similarity to topics from earlier topic model
generations. Based on the calculated metrics, this topic is placed
in the quadrant evaluate of the topic matrix plot, suggesting that
the topic should be evaluated actively.

Also in 2016 an emerging topic is detected in the patent data,
including similar terms such as edge network and real time.
This topic has a relatively high share, most probably due to the
included term cloud computing and its associated documents.
Also, a positive trend and a low similarity to previous topics are
found, leading to its classification into the quadrant evaluate.

It has thus been shown that the emerging technology edge
computing manifested itself in 2016 as a newly emerging topic in
our data sets, one year before its publication on the Gartner Hype
Cycle in 2017. Presumably it were the relatively high weights of
the abovementioned specific terms which led to the classification
of the identified topic as being emerging, and the rather high
share in patent documents seems to support the assumption that
the edge computing topic emerged out of the previously existing
generic topics related to cloud computing.

B. Case 2: Bitcoin/Blockchain

The blockchain technology can be described as a distributed,
append-only, and time-stamped data structure. It allows to store
any type of transaction sequentially into blocks, where each
block is chained to the previous one, immutably stored across
a peer-to-peer network and secured using cryptographic mech-
anisms. Due to its decentralized nature, its potential is seen to
disrupt traditional business processes which rely on centralized
architectures in health, education, and especially governance and

the financial industry, as its popularity emerged mainly due to
its associated use case bitcoin [79]. Mentioned for the first time
in the Gartner Hype Cycle for Emerging Technologies in 2016,
its terminology is still subject to ongoing discussions, and its
business impact and use cases are yet to be proven.

In our retrospective analysis, we consider the topic from the
perspective of the financial industry. Banks in particular have
been intensively monitoring developments in the area of digital
payment transactions. Accordingly, our data set was built using
related search terms, such as ledger or digital payment. The
analysis was to show whether and when companies observing
this area would have been informed about developments con-
cerning the blockchain technology by our proposed model. For
the specified time period of five years, we collected 1893 papers
and 1540 patents.

Based on scientific papers, a strong signal is already observed
for the year 2014. The topic detected contains associated terms
(such as bitcoin, currency, and cryptocurrency), and it is placed
in the quadrant evaluate of the topic matrix plot.

A similar topic is identified in the patent data one year later.
The topic terms include block chain and digital currency, and the
topic has an almost zero yet negative growth value (−0.0019),
which indicates that its development should be monitored and
explored during the upcoming model updates. Table IV presents
the results of the analysis.

In this case study, the emerging technology was found in the
papers data set in 2014, and in the patents data set in 2015, both
of which is earlier than its first appearance in the Gartner Hype
Cycle in 2016. The topic detected in the research papers alludes
to the first known use case of the blockchain technology (namely,
bitcoin), whereas the topic found in the patent data is of a more
general nature. In both cases, our proposed model was able to
give an early signal concerning the technology.

C. Case 3: 3-D Bioprinting

3-D printing, as a technology for additive manufacturing, is
widely employed in various industries and areas of application
including engineering, manufacturing, and medicine. In recent
years, the application of this technology has been found par-
ticularly promising for tissue engineering using cultured and
artificial tissue and biocompatible scaffolds. Thus, the term 3-D
bioprinting emerged [80]. While 3-D printing in general has
been represented on the Gartner Hype Cycle for quite some
time, 3-D bioprinting was published for the first time in 2011 as
a type of specialization. We deliberately chose this technology
to test whether a newly emerging technology field nested inside
a broader technology area (as 3-D bioprinting is to 3-D printing)
can also be detected with our approach.

It would be reasonable to expect that if our proposed model
had been used to monitor the general field of 3-D printing, signs
of the development of its application in medicine should have
been indicated early on. Therefore, the term 3-D printing was
selected for the initial query, and similar terms such as three
dimensional printing and additive manufacturing were added
during query expansion in order to build the data set. In total,
770 papers and 434 patents were collected during the five-year
time period, which is considerably less than in the previous
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TABLE III
RESULTS FOR THE EMERGING TECHNOLOGY EDGE COMPUTING (2017)
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TABLE IV
RESULTS FOR THE EMERGING TECHNOLOGY BITCOIN/BLOCKCHAIN (2016)
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two case studies, probably due to the early starting date (2007).
This case provides us with the opportunity to test whether our
approach also yields effective results with a rather small number
of documents.

The results of the analysis are shown in Table V. For paper
data, an emerging topic containing terms such as engineering in
combination with biomaterial and tissue engineering is already
found in the year 2008, indicating a medium-sized share and
a positive growth. It is classified approximately at the bound-
ary between the quadrants evaluate and establish, presumably
because of its semantic similarity to the field of generic 3-D
printing.

The analysis of the patent data signals an emerging topic in
2009 about print, tissue, and 3d, which is classified into the
quadrant evaluate with a relatively high topic share.

Although the number of documents collected was relatively
low, our proposed model has been able to identify emerging
topics in the papers data set in 2008 and in the patents data set in
2009, years before the initial publication of this technology in
the Gartner Hype Cycle in 2011. This suggests that even a small
number of documents may be sufficient to observe a certain
topic area. Particularly for newly emerging technologies this
may often be the case, and our model has achieved a good result
even under such circumstances.

D. Sensitivity Analysis

To check the robustness of our results, we now perform a
sensitivity analysis testing whether a different parameteriza-
tion would have changed the results. Remember that our case
studies have been conducted using the gensim input setting
“asymmetric” for hyperparameter α and the symmetric vector
(0.01, . . . , 0.01) for hyperparameter η.

For the sensitivity analysis, we choose α from the set
A = {(0.1, . . . , 0.1), (0.2, . . . , 0.2), . . . , (1.0, . . . , 1.0),
“asymmetric”} andη from the setE = {(0.01, . . . , 0.01), (0.02,
. . . , 0.02), . . . , (0.1, . . . , 0.1)}, accounting for the fact that the
entries of η are usually much smaller than those of α. More
specifically, we consider the full grid resulting from the Carte-
sian product A× E , which contains 110 different combinations
of vectors for α and η. For each case study and data source
(papers and patents), we run our approach for all 110 combina-
tions, checking whether and when the respective technology is
detected.

Table VI shows if the results obtained under the initial hy-
perparameter values and presented in Section VI-A to VI-C are
reproduced under the 109 other vector combinations in the grid.
Based on the patent data sets for the edge computing and 3-D
bioprinting case studies, there are three and eight cases, respec-
tively, for which the technology is detected one year later. Also,
for three hyperparameter constellations the bitcoin/blockchain
technology is found in the papers data set two years later as
compared with the original settings. It should be noted that even
in these less favorable cases the detection occurred at the latest
in the year in which the technology was first listed in the Gartner
Hype Cycle. However, the edge computing technology was not
found at all in the papers and the patents data sets under 7 and 3

hyperparameter settings, respectively. Interestingly, such worse
performance tends to occur more frequently for higher entries
in the vectors α and η. This tendency supports our assumption
that low values for the hyperparameter vectors of our model are
beneficial for our purposes (see Section IV-D).

Nevertheless, on average over all case studies and data
sources, the misses account for a mere 1.53% of the cases, and
the late detections for 2.14%. In contrast, the huge majority of
hyperparameter settings (96.33% on average) have led to the ex-
act same results as reported before. These findings suggest a low
sensitivity of our approach to the hyperparameters employed.

VII. DISCUSSION

Results from our three case studies demonstrate that it is
indeed possible to detect emerging technological innovations
earlier than traditional approaches, given the Gartner Hype
Cycle for Emerging Technologies as a reference benchmark.
The effectiveness of our approach has a number of implications
for the management of technology and innovation, which will be
presented first in this section, while later this section will discuss
some limitations of our method, together with opportunities for
future research.

A. Implications for Technology and Innovation Management

Results from our three case studies indicate that early signals
of technological innovations can be found at different points
in time in different databases: In the bitcoin/blockchain case
study, we detected the new topic first in the papers data set
(2014), then in the patents data set (2015), prior to its first
publication in the Gartner Hype Cycle for Emerging Technolo-
gies (2016). Similarly, signals for 3-D bioprinting were spotted
by our approach in scientific papers first (2008), then in patent
documents (2009), before the technology first appeared in the
Gartner Hype Cycle (2011). For edge computing, the topic was
detected in both papers and patent data in 2016, and its first
mention on the Gartner Hype Cycle dates to the year 2017.
These results have a defining implication on the management
of technology and innovation: Monitoring the trajectory of
the detected emerging technology at an early stage can help
firms predict future change and its estimated time to market.
Hereby, each data source type can be considered to reflect a
different stage of the technological lifecycle. Managers might
benefit from an improved understanding of this diffusion process
when they analyze the proposed metrics share, emergence, and
growth, with respect to each database. This understanding could
help them to explore potential new opportunities ahead of the
competition and to detect emerging risks at an early stage in order
to develop mitigation strategies against them [22], [81], [82].

Our results further reveal that big data sets are not a mandatory
prerequisite to detect early signals of technological innovations.
In our third case study on 3-D bioprinting, only 108 additional
papers from 2008 (and a total of 236 papers) as well as 64
additional patents from 2009 (and a total of 211 patents) were
necessary to spot the emerging and trending topic in the respec-
tive data sets. Given that in most cases only few data points are
likely to exist at the outset of a new technological development,
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TABLE V
RESULTS FOR THE EMERGING TECHNOLOGY 3-D BIOPRINTING (2011)
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TABLE VI
PERFORMANCE FOR THE 109 OTHER HYPERPARAMETER SETTINGS AS COMPARED WITH THE ORIGINAL PARAMETERIZATION

this property of our approach is making it practical for early
warning in the real world.

Moreover, the effectiveness of the selected and combined
machine learning techniques may provide both theoretical and
practical guidance on which of these techniques to apply when
mining emerging technological innovations, and which data
sources to exploit at which stage of the technological lifecycle.

Due to the high level of automation in our approach, there are
basically no limits to the number of monitored search fields once
they have been set up. This provides firms with the opportunity
to monitor many strategically relevant search fields in less time
than required by human experts performing this task manually.
We therefore recommend firms to consider this or a similar
approach as a further value-adding tool alongside existing and
proven methods in the toolbox of strategic foresight. It may
allow humans to devote their valuable time to interpret the
results and to make decisions, leaving them at a better starting
position in the race after competitive vitality and competitive
advantage [5], [22].

B. Limitations and Future Research Opportunities

Some limitations and future research opportunities derived
from them are as follows.

First, since no commonly accepted queries and data sets for
analyzing the emergence and trajectory of technologies and
innovations have yet been established, every firm has to build its
own queries and data sets. The query generation carried out to
this end is often subjective and susceptible to the human actor
bias [6], [8], [9], [43]. To counteract this limitation, we have
proposed and applied a structured query expansion approach
(see Section IV-A). Future efforts in this research field should
focus on providing substantial amounts of standardized data for
this purpose so that the risk of the human actor bias can be further
reduced.

Second, the selection, parameterization and combination of
the machine learning techniques applied, as well as the parame-
ter thresholds learnt and used, can be subject to legitimate debate.
We thoroughly developed our data preprocessing pipeline based
on prior research (see Section IV-C), carefully selected and tuned
the hyperparameters as well as the optimal number of topics
for LDA (see Section IV-D), and learnt the parameter of the
similarity threshold in a supervised manner (see Section V). Still,
to a certain extent our approach incorporates our own beliefs
about the data and the expected results. However, experiments
by exhaustive grid search over the LDA hyperparameter vectors

α and η (see Section VI-D) have found that our results are not
highly sensitive to the hyperparameterization of our model.

Third, our article is also limited by the assumption that data
about emerging technological innovations can be found in the
databases used in this article, which might not always be the
case (e.g., when companies conceal information about highly
confidential R&D projects). Furthermore, our work assumes that
the Gartner Hype Cycle for Emerging Technologies, which is
considered to be a thought leader in this field, publishes the
emergence of new technologies as early as possible.

Fourth, our method for detecting emergence is based solely
on the semantics of the topical structure of the analysis result.
Future studies could also take into account further potentially
relevant information (such as the author or the firm associated
with a newly detected topic).

Finally, our model is not capable of explaining the reasons
behind a growing or declining trend of a particular topic. The
interpretation for such a phenomenon detected (e.g., symbiotic,
predator prey, or competitive interaction effects; see Section II)
is left to the human experts.

VIII. CONCLUSION

This article was motivated by the lack of data-driven support
and automation in identifying and analyzing relevant changes
in the corporate environment of firms. We have therefore devel-
oped an AI-based model using unsupervised machine learning
techniques to support the early stages of the strategic foresight
process, which helps detect emerging technologies and innova-
tions at an early stage.

In contrast to existing approaches in this field, which require
frequent manual intervention and individual adjustments, our
model has been designed to achieve the highest possible degree
of automation. Its modules and components are based on the
latest state of knowledge in this field, and they have been
adapted, expanded, and combined in such a way that the model
automatically adapts itself to given data. It already supports
the human expert in the initial definition of the search field by
suggesting synonyms and related terms. The built-in component
for document harmonization allows any other machine-readable
database to be connected and used. It automatically cleans and
preprocesses the data collected at regular time intervals, it learns
different topic models, it autonomously selects the best-fitting
topic model, it analyzes the topics learnt, and it then visualizes
them for interpretation and decision making by the human
expert. To our knowledge, this is the first model to automate
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the entire data analysis process without requiring any human
intervention [6]. As research advances in this field, its modular
structure allows for adding new data sources as well as for ex-
tending and replacing individual components or entire modules.

We have trained the model on ground truth data in a supervised
manner using documents from the AAAI, and have tested it in
an unsupervised setting with the help of selected technologies
of the Gartner Hype Cycle in three case studies. Our results in-
dicate that it would have been possible to recognize the selected
technologies before they were published on the Hype Cycle, if
the model had been in place at that time. We recommend to
permanently set up such a system for a variety of strategically
relevant search fields in order increase the likelihood of detecting
future technologies and innovation not yet known today.

We hope that this article will inspire future research and will
help practitioners recognize relevant changes more quickly for
making better-informed decisions benefiting our economy and
society.
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