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AbstrAct
Artificial Intelligence (AI) has revolutionized 

today’s Internet of Things (IoT) applications and 
services by introducing significant technological 
enhancements across a multitude of domains. 
With the deployment of the fifth generation (5G) 
mobile communication network, smart city visions 
of fast, on-demand, intelligent user-specific ser-
vices are now becoming a reality. The concept of 
connected IoT is evolving into connected intelli-
gent things. The advancements of both AI tech-
niques, coupled with the sophistication of edge 
devices, is now leading to a new era of connected 
intelligence. Moving the intelligence toward end 
devices must account for latency demands and 
simplicity of selecting the type of AI technique 
to be used. Moreover, since most AI techniques 
require learning from big data sets and reasoning 
using a multitude of classification patterns, new 
simplified and collaborative solutions are now 
necessary more than ever. As such, the concept 
of introducing decentralized and distributed ‘Plug 
and Play’ (PnP) AI tools is now becoming more 
attractive given the vast numbers in edge devic-
es, data volume and AI techniques. To this end, 
this article envisions a novel general AI solution 
that can be adapted to autonomously select the 
type of machine learning (ML) algorithm, the data 
set to be used, and provide reasoning in regards 
to data selection for optimal features extraction. 
Moreover, the solution performs the necessary 
training and all the necessary parameter fine-tun-
ings to achieve the highest level of generality and 
simplicity for AI at the edge. We explore several 
aspects related to PnP-AI and its impact in the 
smart city ecosystem.

IntroductIon
Since the beginning of the early development of 
computer machines, both researchers and users 
have envisioned an era where intelligent machines 
will dominate and provide an intellect that surpass-
es the cognitive performance of humans. Today, 
such a vision is still prevalent and is coming closer 
to reality rather than fiction. Although intelligent 
systems have not yet outperformed human intel-
ligence, such solutions are now becoming cru-
cial to efficiently deliver the enormous number of 
user-specific and domain-specific complex service 
requests. AI solutions are being applied to solve 
uncertain, volatile and ambiguous problems. For 
instance, in the medical sector, a wide variety of 
AI solutions are used to effectively diagnose dis-

eases rapidly and reduce the number of medical 
diagnosis errors [1]. In the transportation sector, 
AI tools are used to detect anomalies in traffic 
and offer opportunities for significant improve-
ments in traffic management [2]. Such examples 
are countless nowadays and are considered cru-
cial given the rapid transformation in city infra-
structures and connected IoT devices. AI solutions 
will even advance further with the development 
of future-generation networks. The deployment 
of 5G and the research conducted on beyond 
5G communication is becoming heavily reliant on 
AI to achieve reliable and efficient performance 
results [3].

Moreover, even though a significant amount 
of work has been performed in AI over the past 
few decades, most solutions are problem-specif-
ic and domain-specific. This requires significant 
processing and memory resources. As such, most 
centralized AI solutions (e.g., deployed in cloud 
datacenters) are no longer adequate given the 
time-sensitive nature of many smart city applica-
tions. Moreover, the volume of data has a signifi-
cant impact on solution efficiency. A considerable 
number of user requested services do not require 
the full set of features and capabilities of AI which 
are provided through centralized datacenters. 
Rather, a sub-set of the intelligence capabilities is 
needed. Additionally, given the plethora of intel-
ligent machines deployed in the environment, 
using such distributed capabilities (collaborative 
and cooperative) will result in the reduction of the 
dependence on the excessively operated cloud 
datacenters. Moreover, it will enhance AI services 
both in quantity and quality, which may not have 
been available on centralized entities in the first 
place. As such, using distributed cooperative AI 
techniques will enable delivery of complex and 
time-sensitive requests in an efficient and timely 
manner.

In addition to the processing and memory 
issues facing today’s AI solutions, more important 
is the excessive amount of time needed to select 
a learning technique, test it, and then reconfigure 
different learning parameters. Such drawbacks 
make it repulsive for system designers to adapt 
intelligent solutions when developing IoT systems. 
The vision of a simplified and generalized learning 
solution that may be adapted to any problem and 
domain, namely plug-and-play, is one that may 
accelerate the technological advancements in AI. 
PnP-AI may be described as an AI solution that:
• Is applicable to a wide range of systems, net-

works and applications.
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• Self-manageable, such that the type of prob-
lem at hand is self-determinable so that the 
correct learning technique is adapted.

• Self-configurable, in the sense that each 
device may perform data collection, filter-
ing, learning, analysis, and decision making, 
either solely or collaboratively.

• Does not add another layer of complexity to 
the framework, in terms of excessive com-
munication, computing and storage over-
head. In essence, such a solution requires 
the learning process to be completely auton-
omous and self-configurable within an IoT 
ecosystem as shown in Fig. 1.
This article envisions the challenges and 

opportunities of generalizing AI. This vision 
requires a fully autonomous PnP-AI solution, 
such that the type of learning techniques (e.g., 
supervised learning, unsupervised learning, and 
so on), recognizing the data set (i.e., under-
standing the data type, cleaning and filtering, 
data reasoning, handling missing data, and so 
on), the configurations within each layer of the 
learning technique (e.g., the hidden layers of the 
Artificial Neural Network (ANN)), in addition to 
the actions taken, can all be performed auton-
omously without human intervention. Such a 
mechanism simplifies the process and provides 
a vast availability of distributed Machine Intelli-
gence (MI) [4]. With that said, many challenges 
arise from such a technique, but at the same 
time it provides opportunities for a plethora of 
domains.

understAndIng ArtIfIcIAl IntellIgence
The intelligent learning methodology, namely 
artificial intelligence, was designed to make both 
hardware and software systems and applications 
capable of performing tasks that require a high-
er level of human intelligence, that rely on learn-
ing and reasoning. AI comprises a multitude of 
machine learning (ML) and deep learning (DL) 

techniques, in addition to other logical reason-
ing, search, statistical and behavioral approach-
es. AI has progressed over time as we became 
more aware of how our minds work and interact 
with the environment. In certain cases, AI has sur-
passed human performance, particularly in cases 
that require hundreds of inputs to analyze and 
decide upon an action. These capabilities of AI 
have introduced opportunities for a multitude of 
domains, resulting in enhanced decision-making, 
productivity improvement, cost reduction, and the 
availability of a plethora of simple and complex 
services.

current solutIons
To achieve a PnP style of AI (ML to be more 
specific), it is important to understand the gen-
eral concepts and classifications of learning algo-
rithms. Moreover, AI solutions must become both 
interpretable and explainable to users for it to 
have the generality behavior [5]. The three main 
types of ML algorithms are: supervised learning, 
unsupervised learning, and reinforcement learn-
ing. Consider the ML system as a black box that 
results in an output given a set of inputs. Histori-
cal data of the outputs achieved given the set of 
input data leads to a supervised learning solution. 
The ML model can be trained in a guided manner 
achieve recognized classifications. Samples with 
class labels or samples with desired output values 
are required in order to achieve the supervised 
learning concept. In the unsupervised learning 
paradigm, labeled data or desired output values 
for the given inputs is not available. Thus, clus-
tering mechanisms are used, where, given a set 
of inputs, the best matching cluster is selected 
to classify the output. As such, there is no knowl-
edge to be learned from previous experiences. 
Reinforcement learning involves feedback from 
the environment to produce the desired behavior. 
It is neither classified as supervised nor unsuper-
vised.

FIGURE 1. An Overview of an integrated PnP-AI solution for 5G and beyond networks in a connected intelli-
gent IoT environment.

Big Data Processing

Suitable Machine Learning
Model Selection

Model Building , Training Data
and Validation

ML Model

Actions

Feedback

Parameters 
Extraction

Raw Data

Any type of 
Data

Features 
Selection

5G/6G

Big Data 
Storage

Decision Making

Cloud/Edge/MEC
Cloud/Edge/MEC

This article has been accepted for inclusion in a future issue of this magazine. Content is final as presented, with the exception of pagination.

Authorized licensed use limited to: Product Marketing IEL. Downloaded on October 30,2020 at 16:10:43 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Network • Accepted for Publication3

A plethora of data modeling techniques are 
used in ML, such as linear models, linear regres-
sion, regularized linear regression, generalized 
linear models, K-Nearest Neighbor (KNN) and 
much more [6]. Such modeling techniques are 
used to establish more robust classifi cations and 
achieve a better learning process. Artifi cial Neu-
ral Networks (ANNs) comprised of input, output 
and hidden layers are used to find patterns and 
label outputs. Backpropagation is used to correct 
errors and achieve higher classification success 
rates for future runs. Training ANNs is crucial for 
accuracy, where the weights of the network are 
learned given the labelled training data. The pro-
cess begins with assigning default weight values 
to the network. Each input is transferred into an 
output in each layer of the ANN. Generated out-
puts are compared with the expected label or 
output. The diff erences in error between predic-
tions and labels are used to update the weights. 
Increasing the number of hidden layers and their 
dimensionality makes the training process more 
complicated.

Decision trees represent a diff erent approach 
toward ML, processing non-numerical data (e.g., 
categorical or string type). A tree-type structure 
is used, where a decision is performed at each 
node, at different hierarchical layers. Such a 
technique is of heuristic structure built upon a 
sequence of choices or comparisons. It can work 
with missing data and is scalable from linear to 
non-linear data without any change in the logic. 
Training decision trees begin with choosing the 
metric of choice (e.g., gini-index, cross-entropy, 
and so on) and the root node. The data is split 
into two parts repeatedly until all the leaf nodes 
are reached in all branches in accordance with a 
stop rule. To optimize the overall performance, 
robustness, and generality of the models, ensem-

ble methods that rely on aggregation of multiple 
decision trees may be applied.

Another important pillar of ML is Support 
Vector Machine (SVM), which is used for build-
ing optimal classification and regression mod-
els. SVM tries to partition classes with maximal 
separation using the minimum number of data 
points. Although the training process is quite 
complex, once tuned, SVM models provide high 
accuracy and generalization capabilities. Prob-
abilistic models are another important element 
of the AI study, where it tries to assign a belief 
probability to known variables and uncertainty to 
unknown variables. Probabilistic models may be 
classifi ed into two types, namely, generative and 
discriminative. Generative models take a holistic 
approach toward data analysis by observing the 
input and output set and then assigning a joint 
probability. Changes in the output are modeled 
based on changes in the input and the state of 
the system, whereas discriminative models assign 
conditional probabilities, such that predicting 
changes in the output is modeled only on chang-
es in the input set.

Reinforcement learning applies biological 
aspects of learning to solve more complex prob-
lems without reliance on the availability of labelled 
data beforehand. A considerable number of pos-
sible actions may arise at a given instance for a 
system. Furthermore, since there is no separation 
between the training and application phases, the 
system is said to be continuously learning as it 
is predicting. Deep learning was introduced to 
enhance the classical ANN model by adding more 
complexity to solve a plethora of problems from a 
given sufficient set of data. Moreover, the com-
putation performance is improved by paralleliz-
ing the training optimization of deep networks. 
As such, the learning framework is not limited to 
a single type of ML technique, but rather both 
supervised and unsupervised problems can be 
tackled through deep learning.

lessons leArned
A plethora and countless number of novel learn-
ing techniques and approaches have emerged 
over the decades. Most are application-oriented, 
but have shown promising results for diff erent sce-
narios. Most AI solutions are complex and require 
excessive storage for raw data, time to fi lter and 
learn from the data, and have moderate predic-
tion accuracy. Simple AI solutions may have mini-
mal interaction between the user and the system, 
but lead to both inaccurate results and vagueness 
of the learning process from the user’s side. To 
obtain accurate predictions, complex ML algo-
rithms require continuous interaction between the 
user and the system, hence leading to a decline in 
usability and adaptation. On a similar note, Fed-
erated Learning (FL) has emerged as an enabling 
technology for collaborative and distributed learn-
ing. It aims to preserve personal data privacy and 
adapt with heterogeneous end-devices in cellular 
networks [7]. In FL, distributed end-devices use 
their local data to train ML models requested by 
centralized entities (e.g., cloud), such that only 
model updates are sent back to the central entity 
for aggregation rather than communicating raw 
data. Although such a solution is promising, chal-
lenges in terms of communication costs, resource 

FIGURE 2. An Overview of a PnP-AI solution. The solution adapts an explainable 
AI approach where the user gets insight of each step in the learning pro-
cess and may intervene in both confi guration and decision making.
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allocation, privacy, and security are still large at 
scale. Moreover, FL does not solve the issue of 
simplicity and adaptability.

Some PnP ML solutions have emerged lately 
but are very limited to certain applications and 
scenarios. Such solutions do require some basic 
understanding of ML for it to provide successful 
results. For this reason, most AI systems fail due 
to the lack of user understanding, and as such 
require rejuvenated solutions to achieve simplic-
ity. One such technique is called Explainable AI, 
which enables greater transparency for AI to be 
rolled out at a much faster pace in both industry 
and government [8]. Explainable AI is a new par-
adigm of defi ning, implementing and interpreting 
AI techniques aiming to improve users’ trust in ML 
algorithms. The goal is to achieve ethical AI and 
produce systems that can explain why decisions 
were made by ML algorithms. Such explainable 
AI systems are described as more transparent in 
terms of how decisions are made. It provides such 
descriptions in a language that the user can under-
stand. Any form of biasness should be avoided in 
ML models, either on the training data itself or the 
objective functions. Users should also be able to 
verify whether AI results are fair. Such techniques 
would ensure that AI systems are safe to use and 
have higher levels of reliability. Although such a 
solution is promising, adopting the methodology 
of explainability to current complex AI solutions 
will not result in pragmatic outcomes in terms of 
usability and generality.

reJuVenAtIng AI
With the deployment of the 5G communication 
infrastructure and the outlook into beyond 5G, 
namely, 6G, the concept of collaborative, distrib-
uted and decentralized learning will undoubtedly 
become a reality. To achieve such technological 
desire, simpler AI solutions must be developed, 
in terms of adaptability, explainability and ease 
of communicability. Figure 2 provides an over-
view of a PNP explainable AI system architecture. 
Such a system would detect the type of problem 
and the input data to be used. The training data 
set, labeling and models are selected and per-
formed without any user intervention. Concur-
rently, explainable models matching the domain 
knowledge and complexity capability of the 
user are generated to describe the data labeling 
and model selection process. Such an approach 

would enable user intervention at an early stage 
to correct and re-confi gure the training process. 
ML algorithms are selected in accordance with 
the problem complexity, while taking into con-
sideration time and accuracy preferences. Simi-
larly, justifi cation and reasons for the selection of 
a particular ML algorithm is provided to the user 
as part of avoiding a black-box solution style and 
enabling transparency. Results given by the sys-
tem are presented to the user for acceptance or 
rejection, if intervention is preferred by the user.

A comparison of current trends and their short-
comings against a PnP-AI solution that may be 
adapted for future generation networks is summa-
rized in Table 1.

chAllenges And Issues
The plethora of complex AI-supported problem 
domains and applications, coupled with the wide 
variety of ML algorithms and their related support-
ive elements, make it nearly impractical to pro-
vide universal PnP general AI solutions. As such, 
AI-supported systems need to have the capability 
of understanding the context and environment 
in which they operate. Moreover, such systems 
need to be supported by underlying explanatory 
models that describe and characterize the state 
of the problem and the decisions taken by the 
system to allow for corrections and reconfi gura-
tions from users, in accordance with their domain 
knowledge. Many challenges and issues arise 
from such PnP explainable AI solutions in terms 
of self-confi gurability, reliability, and transparency.

self-confIgurIng AI solutIons
The concept of achieving a self-configuring AI 
solution would in itself require another layer of 
learning. Imagine having two layers of ML sys-
tems, one targeting the problem domain and 
another targeting the management aspect of the 
ML system, as depicted in Fig. 3. Such a tech-
nique may be characterized as complex and 
resource consuming. The training and learning 
process would need to happen at two levels, one 
to solve the problem domain related tasks, and 
another that determines the type of problem at 
hand, the state of it, the type of learning methods 
required, and other management related issues. 
Different use case patterns need to be classi-
fied to determine the type of AI techniques and 
ML learning algorithms that can be adapted to  

TABLE 1. Comparing current solutions in AI against the proposed plug-and-play AI that can be adapted for future generation networks.
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such problem domains. For instance, a massive 
monitoring use case requires different data sets, 
models and learning algorithms than an autono-
mous machine use case. The management layer 
will consist mainly of architectural blueprints that 
include many different types of domains and its 
system components. Due to its excessive com-
plexity, the management layer may need to be 
decentralized and distributed. IoT data collection 
occurs mainly at the edge, and thus, intelligence 
will likely require a degree of decentralization in 
terms of processing, storage, and management.

Decentralized and distributed data collection 
with the aid of fog and Mobile Edge Computing 
(MEC) [9] would provide the functionality of the 
intelligent framework to realize the use case appli-
cation relevant to the problem domain, and exe-
cute management and control operations. Many 
challenges may arise, one of which is determining 
the extent of decentralization and distribution. In 
a fully distributed scenario, the centralized frame-
work’s simplicity might become diluted to address 
communication and synchronization effects. As 
such, any solution taken must consider a distrib-
uted machine intelligence ecosystem that enables 
fast and accurate intelligence orchestration 
among the management and problem domain 
layers, configured to the requested application 
scenario.

relIAbIlItY Issues of pnp-AI
One of the main issues that face PnP-AI is the reli-
ability of the system. Intelligent machines require 
consistent and accurate selection of the input 
data set, training, and parameter configurability 
to achieve accurate results. Moreover, most ML 
algorithms are application-specific and require 
user involvement in the configurability aspect. 
Hence, a PnP solution can only be considered 
reliable based on the feedback of the user. Such 
user involvement decreases the level of system 
autonomy. As such, a trade-off occurs between 

less autonomy and more robustness on one 
hand, or more autonomy and less reliability on 
the other. To achieve high levels of reliability, the 
learning curve may require excessive numbers of 
exhaustive trials for a multitude of use cases and 
problem domains, hence, more time. This intro-
duces a new training data set that needs to be 
managed and updated accordingly.

Moreover, a PnP-AI system must incorporate 
fault tolerance aspects to insure reliable oper-
ation. The system must have knowledge of the 
exploitable fault space in all problem domains and 
use cases. Similarly, such a large size of system 
fault space mandates the use of an automated 
strategy to overcome system faults. Some faults 
might result from attacks that may or may not 
be known in priori by both users nor the PnP-AI 
solution. Hence, privacy and intrusion detection 
solutions, in addition to techniques of overcom-
ing cybersecurity attacks on ML policies, must be 
considered in the general AI scenario. Testing the 
eff ectiveness of any proposed PnP-AI solution is 
crucial and must undergo both governmental and 
industrial studies and policy making to ensure not 
only system reliability, but also people and envi-
ronmental safety.

eXplAInAble AI
To produce explainable AI models and algorithms 
for PnP-AI systems, user groups with interest in 
the explanation of AI systems and their motiva-
tions need to be addressed fi rst. Such groups may 
be:
• The developers of the AI system, where such 

explanations may be useful for diagnosis and 
improvement purposes.

• End-users and decision makers that use the 
results and recommendations of the AI sys-
tem, that may need explanations to reassure 
their trust and confidence of the system, in 
addition to improving the decisions of the 
AI system in the future through direct system 
intervention.

• Governmental agencies, which may need to 
overlook the automation and learning pro-
cess to ensure it follows governed rules and 
policies to protect citizens’ rights and safety. 

Therefore, these explanations are needed to justi-
fy, control, improve, and discover the details and 
processes used and followed by the AI system.

A multitude of challenges arise from explain-
able AI solutions. For instance, most of today’s 
modern AI models such as deep neural net-
works are not easy to understand, especially for 
end-users. Most techniques in AI are not simple 
algorithms, whereby giving a set of input would 
not result in a typical output. Additionally, some 
require regression models and heuristic search 
methods to produce an output. Moreover, most 
engineers will have a hard time tracing, reason-
ing and predicting results for some algorithms. As 
such, many of today’s models are becoming more 
interpretable and allow for easy tracing by the 
developers through proper documentation. Such 
interpretation needs to be extended for diff erent 
system users to achieve an explainable AI system. 
We believe that for any future AI solution, system 
engineers and developers need to have consis-
tent contact with end-users to understand their 
learning capabilities of technical details. Addition-

FIGURE 3. Self-confi gurability in PnP-AI systems through a multi-layered machine 
intelligence approach. The management layer focuses on accurate identi-
fi cation of the needed confi gurations and learning-related tasks for the use 
case application. The problem domain layer focuses on the intelligent learn-
ing aspect of the given problem.
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ally, the AI solution must be documented more 
toward the user rather than the developers.

opportunItIes And future InsIghts
With the advancements in today’s fixed and 
mobile devices at the edge, and the deploy-
ment of the 5G network, came the opportunity 
to achieve intelligent solutions using distributed 
user and edge devices. Such advancements have 
opened new areas of smart services for a mul-
titude of applications. For instance, unmanned 
aerial vehicles (UAVs) are being deployed in both 
rural and urban areas as a supportive technolo-
gy to not only collect data, but also analyze and 
process intelligent algorithms using its computing 
and storage capabilities [10]. Swarm of drones in 
rough terrains are also being explored to provide 
environmental analysis and predictions using the 
drones’ intelligent capabilities, with the support of 
advanced cooperative systems [11]. Therefore, to 
support such advancements, simple and general 
AI solutions must be adapted to a multitude set 
and variety of IoT devices, in a plug and play fash-
ion. This will simplify the process of mass deploy-
ment of intelligent solutions to diversifi ed problem 
domains and applications.

Researchers envision an intelligent and tech-
nological ecosystem for beyond 5G and 6G com-
munication. Network softwarization seen in 5G 
will be taken to new levels of network intelligent- 
ization. The ‘non-radio’ aspect of 5G communi-
cation, namely, Software Defined Networking 
(SDN), Network Function Virtualization (NFV) 
and MEC has become more important. Similarly, 
in 6G, the learning and intelligence aspects will 
become crucial and must be integrated with the 
communication network for it to become smart, 
agile and adaptive, to both the changing network 
dynamics and application/user-specifi c requests. 
All things are to be connected to share their intel-
ligence on and above the ground, under water 
and in space.

Collaborative, decentralized, and distributed 
AI can only become a reality when the following 
design constraints are considered within 5G and 
beyond networks, namely:
• Distribution of training data over all network 

participants, ranging from network base sta-
tions all the way to simple IoT devices such 
as sensors, where such training data is col-
lected locally.

• All collaborating entities exchange their local-
ly trained models, rather than exchanging 
raw private data, wherein training and infer-
ence are carried out both locally and collec-
tively.

• Data abstraction, filtering, and reduction 
becomes necessary given the massive 
amount of monitored and collected data 
that would take a big portion of devices’ 
repositories.

• Such a connected 6G intelligence scenario 
requires a generalized and explainable plug 
and play AI solution so that it can be adapt-
ed and used for a multitude of use cases and 
problem domains.

Figure 4 depicts a scenario where such a PnP-
AI solution can be adapted to a beyond 5G net-
work, at different ends of the communication 
spectrum. Different cooperative and collabora-

tive entities share their resources in terms of pro-
cessing power, storage, communication and most 
importantly intelligence, to provide complex user- 
and problem-specifi c services. Such services may 
not be available without a general and universal 
PnP-AI framework and the cooperative entities. 
Although no solutions exist yet in regards to such 
a general PnP-AI technique, a number of research 
and development trials are ongoing.

In late 2019, Amazon introduced PnP AI ser-
vices designed to support business data sharing 
[12]. Amazon Kendra is an easy to use enterprise 
search service powered by ML algorithms. It is 
a PnP style tool that can be integrated within an 
enterprise’s system to enable end users to find 
the information they need using natural language 
instead of just keywords. Search results become 
more accurate over time through reinforced 
learning methods and the sharing of distributed 
and updated training data available over Ama-
zon’s cloud. Although such a solution is not yet as 
general and self-configuring as envisioned, such 
techniques are promising and are setting the path 
toward true PnP-AI frameworks.

Furthermore, explainable AI solutions have 
been tackled in a number of studies and have 
shown promising results. In [13], the authors sur-
veyed numerous interpretability strategies of AI, 
and have determined that the complexity of ML 
models is directly related to their interpretability, 
such that the more complex the models are, the 
more diffi  cult it becomes to interpret and explain 
the solution to users. They noted that it would be 
easier to design AI and ML algorithms that are 
inherently and intrinsically interpretable. As such, 
decision trees, additive and sparse linear models 
provide convincing capabilities to gain domain 
experts’ trust. They also noted that a reverse 
engineering approach without altering and know-
ing the details of the running algorithm is one 
approach that can be taken for complex models. 
Providing explainability to a single prediction is 
sometimes considered much more convenient 

FIGURE 4. Integration of PnP-AI solutions within 
diff erent beyond 5G use cases and problem 
domains to provide simpler and more general 
connected and distributed intelligence.  
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than describing the entire model. Furthermore, 
it has been noted that creating a generalized 
description for agnostic models is something that 
may be useful to common ML algorithms. The 
work in regards to explainable AI is still premature 
and is expected to produce favorable results in 
the near future.

Distributed intelligence and learning have 
gained popularity recently, especially with the 
ever-increasing size of data samples and data 
sets. Traditional centralized in-cloud learning has 
begun to show its weaknesses and will eventu-
ally become even more clear with the increased 
volume of IoT devices and the produced and 
gathered data. As such, with soaring demands 
in bandwidth and data privacy concerns, on-de-
vice learning networks have gained popularity 
and are showing benefits in terms of storage and 
device processing improvements. A case study 
was conducted by Yue et al. [14] on decen-
tralized learning using two scenarios, namely, 
decentralized disjoint datasets and decentralized 
overlapping datasets. Their results have shown 
that by applying Fountain codes, the advantag-
es of using decentralized learning are achievable 
with reduced communication loads in large-scale 
networks.

User-specific composite service provisioning 
for smart city problem domains is one of the most 
use cases that will benefit from generalized and 
distributed PnP-AI solutions. In [15], we proposed 
a blockchain-based decentralized service com-
position solution for complex multimedia service 
delivery to end-users. The composition process 
is conducted through user device cooperation 
and relies on a reinforcement learning technique 
to compose and deliver complex services. The 
learning technique is adapted to fog and edge 
devices and thus is not completely decentralized. 
With the availability of distributed on-device PnP-
AI solutions and beyond 5G communication, we 
believe that more complex services could be 
composed and delivered to a sparse spectrum 
of users and contextual domains. Benefits are not 
only seen in the QoS and QoE context, but also in 
terms of profit sharing, service provider resource 
usage reduction, and energy efficiency.

conclusIon
Mobile devices operating under water, on-ground, 
in the air and even in-space have powerful pro-
cessing, storage and intelligence capabilities. 
Not using such capabilities to provide enhanced 
intelligent services signifies that resources are 
underutilized. More and more cooperative and 
decentralized intelligent solutions are being devel-
oped to provide composite domain-specific ser-
vices. But with the wide availability and complexity 
of AI and ML algorithms, an excessive amount of 
time is needed to select the right ML algorithm, 
the dataset, train it, and configure specific param-
eters. This makes it repulsive for system designers 
to adapt intelligent solutions when developing 

IoT systems. In this article we envisioned a sim-
plified and generalized learning solution, which 
we referred to as plug and play-AI, that can be 
seamlessly adapted to any problem and domain 
to simplify and generalize AI for users. The auto-
mation and self-configuration process of AI is 
both transparent and explainable to the users. The 
integration of an explainable AI solution within 
the PnP-AI framework will enhance user trust for 
AI systems and accelerate the process of having a 
connected intelligence ecosystem.
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